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What the robot needs to do ?

• Reliability
• Efficiency
• Robustness



“Pre-training” under supervision of parents “Self-supervised finetuning”

Improve generalization ability ?

Ø We finetune ourself  for a lot of  objectives, such as … 

acceleration precision Robustness & safety

p Motivation 
– The pre-training and post-training of our human beings 



PerACT ü Imitation Learning
• Simple and efficient

😭 Drawbacks:
• Expert demonstration
• Poor generalization ability

ü Offline RL
• Learn from Suboptimal data
• Better generalization ability 

“Stich”

π0

Octo

RDT

What can we do if the era of “GPT-2” in robotics really comes ?

p Motivation 
– Learn from demonstration, but also limited by the dataset

Π0.5



p Motivation 
– Supervised Learning is great, but also limited by the dataset

Successes of this paradigm in research areas of CV and NLP

p How this paradigm work for 
robotic?
ü Imitation learning
ü Offline reinforcement learning
ü Offline to online RL finetuning



1. Behavior proximal policy op2miza2on
Zifeng Zhuang*, Kun Lei*, Jinxin Liu, Donglin Wang, Yilang Guo.
Interna'onal Conference on Learning Representa'ons (ICLR), 2023

2. Uni-O4: Unifying Online and Offline Deep Reinforcement 
Learning with Mul2-Step On-Policy Op2miza2on
Kun Lei, Zhengmao He*, Chenhao Lu*, Kaizhe Hu, 
Yang Gao, Huazhe Xu.
Interna'onal Conference on Learning Representa'ons (ICLR), 2024

3. RL-100: Performant Robo2c Manipula2on with Real-World 
Reinforcement Learning
Kun Lei*, Huanyu Li*, Dongjie Yu*, Zhenyu Wei*, Lingxiao Guo, 
Zhennan Jiang, Ziyu Wang, Shiyu Liang, Huazhe Xu.
Preparing to submit. 

p What we did toward this goal

https://openreview.net/forum?id=3c13LptpIph
https://iclr.cc/Conferences/2023
https://openreview.net/forum?id=tbFBh3LMKi&noteId=V1KfZesJ3w
https://openreview.net/forum?id=tbFBh3LMKi&noteId=V1KfZesJ3w
https://openreview.net/forum?id=tbFBh3LMKi&noteId=V1KfZesJ3w
https://arxiv.org/abs/2510.14830
https://arxiv.org/abs/2510.14830


The post-training of robot (foundation) model

Offline reinforcement learning
-Pretraining/Finetuning

Offline-to-online finetuning
- for fast adaptation
- with safety consideration
- for task acceleration

Finetuning from multi-
modal perception



Behavior proximal policy optimization
Zifeng Zhuang*, Kun Lei*, Jinxin Liu, Donglin Wang, Yilang Guo



p Conservative methods

Online off policy
SAC                               TD3

Conservatism BC

Online on policy
PPO     

Nothing

Offline
CQL                               TD3+BC BPPO 

``An offline version of PPO”

p Offline RL

ü Exploration is crucial

p Online RL

😭 Exploration is limited

pBehavior proximal policy optimization (BPPO)

The first work paid attention to the policy 
learning instead of the value learning in offline 
setting 

Key insight:



Offline dataset

Behavior cloning 𝜋!Behavior policy

Regression (Sarsa style) 𝑄"!

𝑉"!
Advantage 𝐴"=≈ 𝑄"!-𝑉"!Regression (Monte Carlo return)

Ø Stage 1: Supervised Learning

Ø Stage 2: Policy improvement using PPO

p Method

p Offline monotonic improvement over behavior policy

Online:

Offline:

Ø For two policies 𝜋 and 𝜋!, the Performance Difference 𝐽∆(𝜋!, 𝜋)  can be measured by the advantage 
function:

Only in offlineFrom TRPO



Offline dataset

Behavior cloning 𝜋!Behavior policy

Regression (Sarsa style) 𝑄"!

𝑉"!
Advantage 𝐴"=≈ 𝑄"!-𝑉"!Regression (Monte Carlo return)

Ø Stage 1: Supervised Learning

Ø Stage 2: Policy improvement using PPO

p BPPO - Method

PPO objective with advantage replacement: A# 𝑠, 𝑎 ≈ 𝑄$#! − 𝑉$#!



p RL partitioning

ü Data interaction patterns

Ø On-policy RL
Ø off-policy RL
Ø Offline RL



Ø Iterative RL

1

2

• PPO/SAC/…• One-step RL/IQL/IDQL…

1
2

1 2

1 2

1
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High return region

1
2 1 2

• BPPO      Uni-O4/RL-100…

Ø Multi-step RLØ One-step RL

Ø A general version of RL policy update forms

More conservative, but stable Aggressive exploration, but occasionally crash



Adroit Kitchen Antmaze

l sparse rewards  l multitask data

Environments & Main Results

Gym locomotion

⬆50% performance 
based on BC



p How BPPO avoid overestimating:

Ø Once policy evaluation
Ø CLIP function in PPO loss

p Issues in BPPO

Ø The needs of online policy evaluation
Ø The performance is highly related to the estimated behavior policy
Ø Just offline

Uni-O4



The post-training of robot (foundation) model

Offline reinforcement 
learning
-Pretraining/Finetuning

Offline-to-online 
finetuning
- for fast adaptation
- with safety consideration
- for task acceleration

Finetuning from multi-
modal perception



Uni-O4: Unifying Online and Offline Deep Reinforcement 
Learning with Multi-Step On-Policy Optimization

1 Shanghai Qi Zhi Institute. 2 Tsinghua University, IIIS. 3 Shanghai AI Lab.
4 The Hong Kong University of Science and Technology (Guangzhou).

Kun Lei1 Zhengmao He14 Chenhao Lu2 Kaizhe Hu12 Yang Gao123 Huazhe Xu123



pUni-O4: Unifying Online and Offline Deep Reinforcement Learning with Multi-Step 
On-Policy Optimization

Can we avoid introducing the conservatism term during offline training and eliminate the need 
for off-policy evaluation during offline-to-online fine-tuning?

On-policy:
Uni-O4 [1]

Offline-to-online issues: distribution shift due to the conservatism used in offline phase. 

[1] Uni-O4: Unifying Online and Offline Deep Reinforcement Learning with Multi-Step On-Policy Optimization. Kun Lei, Zhengmao He, Chenhao Lu, Kaizhe Hu, Yang Gao, Huazhe Xu. ICLR 2024

``Crash” in the initial 
offline2online stage

Over-conservative
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pOffline-to-online framework



p Simulated Results

Average results over domainsResults over single task

Ø Offline phase, offline-to-online phase, real robot 
setting



Train quadruped robot 
For several minutes

𝓓

𝝉𝟏,
𝝉𝟐,
…

Data 
collection

Deploy in 
Real-World

Online Phase (Sim)

Ø Offline phase, offline-to-online phase, real robot setting



𝓓 Supervised Learning

Offline Multi-Step Optimization 

Offline fine-tuning Phase (Real-world)

Rollouts
𝑠, 𝑟 𝑎

%𝑉!
Update

𝜋"#$

𝜋"#%

𝑉&"#$

Online Phase (Real-world)

𝜏$ , …

𝜋'

*𝑄! &*𝑉!)𝑇

Performance Improved  on
 soft & deformable terrain

But still not satisfactory 
when speed is fast

Faster and more robust



Online Phase (Sim) Offline Phase (Real-world) Online Phase (Real-
world)

All in one with PPO!



[1] Kostrikov I, Nair A, Levine S. Offline reinforcement learning with implicit q-learning[J]. arXiv preprint arXiv:2110.06169, 2021.
[2] Margolis, Gabriel B., and Pulkit Agrawal. "Walk these ways: Tuning robot control for generalization with multiplicity of behavior." Conference on Robot Learning. PMLR, 2023.

p Offline-to-online baseline

Uni-O4 vs. IQL [1] Uni-O4 vs. Walk these ways [2]

p Offline and online fine-tuning comparison



Key insight of Uni-O4:

• On-policy RL can unify offline and online setting

• Offline RL could work as a finetuning paradigm

Only explored locomotion tasks.



The post-training of robot (foundation) model

Offline reinforcement 
learning
-Pretraining/Finetuning

Offline-to-online finetuning
- for fast adaptation
- with safety consideration
- for task acceleration

Finetuning from 
multi-modal perception



RL-100: Performant Robotic Manipulation with Real-World Reinforcement Learning
Kun Lei*, Huanyu Li*, Dongjie Yu*, Zhenyu Wei*, Lingxiao Guo, Zhennan Jiang, Ziyu Wang, 
Shiyu Liang, Huazhe Xu.
Preparing to submit. 

https://arxiv.org/abs/2510.14830


What we did？
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F

Ø 7 real robot tasks, 900/900 successes. Up to 250 consecu2ve trials in one task, 
running 2 hours nonstop without failure. 

Ø High success rate against physical disturbances, zero-shot, and few-shot adapta2on



What we did？

l Folding
l Dual-arm
l Deformable

Ø Bowling
Ø agile

l Juicing-stage 1
l Diff. Size
l Various inclination

l Juicing-stage 2
l Deformable
l Confined-space

l Unscrewing
l Dynamic

l Dynamic Push-T
l Rigid-body dynamics

l Pour
l Fluids / granular

n Key Words: Ø 250/250  Ø 2 Hours   Ø Efficient

l Serve for 7 hours
l Zero-shot 

Ø 7 hours outdoor serving   



How to do it



Learn  from Human Priors

DATASET
Rewa

rd

Action

State

Post-Training – Iterative Offline Post-Training - Online

BC Loss

ENV-ROBOT

Training Pipeline

Training Objective

RL-100
Encoder DDIM POLICY – Chunk Action

U-Net

DDIM POLICY – Single Action

Skip-Net

Visual Feature 𝒛
Self-Supervised Loss

Robot 
State

Policy Training Loss: {       } 
POLICY – Perception & Decision

Teleop

HUMAN

Once Teleop
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Learn  from Human Priors

DATASET
Rewa

rd

Action

State

Post-Training  - Iterative Offline Post-Training - Online

BC Loss RL-100 Finetune Loss

ENV-ROBOT

Training Pipeline

Training Objective

RL-100
Encoder DDIM POLICY – Chunk Action

U-Net

DDIM POLICY – Single Action

Skip-Net

Visual Feature 𝒛

CM POLICY – Chunk / Single

U-Net / Skip-Net

Self-Supervised Loss

Robot 
State

Distill

Distill - Online / Batch Online

Loss

One-Step & High Freq Control

Policy Training Loss: {       } 
POLICY – Perception & Decision

Teleop Rollout
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❄
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p Two-level MDP with DDIM sampling with stochastic form 

∇%𝐽 = 𝔼#[∇% log 𝑝% 𝑎 𝑠 𝑅#]Policy gradient (PG) loss:

PG loss with multi step sampling (DDIM): ∇%𝐽 = 𝔼#[7
&'(

)

∇% log 𝑝% 𝑥*#$% 𝑥*# , 𝑠 𝑅#]

PG loss with multi step sampling and importance sampling: ∇%𝐽 = 𝔼#[7
&'(

)

∇% log
𝑝% 𝑥*#$% 𝑥*# , 𝑠
𝑝%&'( 𝑥*#$% 𝑥*# , 𝑠

𝐴#]

𝐴# = 𝑄 − 𝑉
offline

𝐴# = 𝐺𝐴𝐸
online

One-step consistency distillation:

Overall finetune loss:

Forward diffusion process: add noise

Reverse diffusion process: denoising



• Robustness, Zero-Shot 
& Few-shot 
Generalization



p Execution efficiency



p Data usage



p Ablation study

Takeaway: 
1) Variance clipping is valid for stable 

explora2on - variance clipping in the 
stochas2c DDIM sampling process. 

2) Epsilon predic2on is more suitable 
for RL: large noise schedule for 
explora2on 

3) Reconstruc2on is crucial for visual 
robo2c manipula2on RL as it 
mi2gates representa2onal driM and 
improves sample efficiency. 

4) On a rela2vely clean scene, the 3D 
variant learns faster and aQains a 
higher final success rate. 

5) CM effec2vely compresses the 
itera2ve denoising process without 
sacrificing control quality, enabling 
high-frequency deployment.



Ablation study



Single task Multi task: 
The same series
More data-more 
robots

Understand 
humans‘ instructions

p Next move - Liberate productive forces: robot helps



Project page Wechat

Thanks！


